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The most trite yet crucial question in the field of economic growth and development is:
Why are some countries much poorer than others? Traditional neoclassical growth mod-
els, following Solow (1956), Cass (1965) and Koopmans (1965), explain differences in
income per capita in terms of different paths of factor accumulation. In these models,
cross-country differences in factor accumulation are due either to differences in sav-
ing rates (Solow), preferences (Cass—Koopmans), or other exogenous parameters, such
as fotal factor productivity growth. In these models there are institutions, for example
agents have well defined property rights and exchange goods and services in markets,
but differences in income and growth are not explained by variation in institutions.



The first wave of the more recent incarnations of growth theory, following Romer
(1986) and Lucas (1988) differed in the sense that they emphasized that externali-
ties from physical and human capital accumulation could induce sustained steady-state
growth. However, they also stayed squarely within the neoclassical tradition of explain-
ing differences in growth rates in terms of preferences and endowments. The second
wave of models, particularly Romer (1990), Grossman and Helpman (1991) and Aghion
and Howitt (1992), endogenized steady-state growth and technical progress, but their
explanation for income differences is similar to that of the older theories. For instance,
in the model of Romer (1990), a country may be more prosperous than another if it allo-
cates more resources to innovation, but what determines this is essentially preferences
and properties of the technology for creating ‘ideas’.!

L Although, as we discuss later, some recent contributions to growth theory emphasize the importance of
economic policies, such as taxes, subsidies to research, barriers to technology adoption and human capital
policy, they typically do not present an explanation for why there are differences in these policies across
countries.



Though this theoretical tradition is still vibrant in economics and has provided many
insights about the mechanics of economic growth, it has for a long time seemed un-
able to provide a fundamental explanation for economic growth. As North and Thomas
(1973, p. 2) put it: “the factors we have listed (innovation, economies of scale, edu-
cation, capital accumulation, etc.) are not causes of growth; they are growth” (italics
in original). Factor accumulation and innovation are only proximate causes of growth.
In North and Thomas’s view, the fundamental explanation of comparative growth is
differences in institutions.

What are institutions exactly? North (1990, p. 3) offers the following definition: “In-
stitutions are the rules of the game in a society or, more formally, are the humanly
devised constraints that shape human interaction”. He goes on to emphasize the key
implications of institutions since, “In consequence they structure incentives in human
exchange, whether political, social, or economic”.



Of primary importance to economic outcomes are the economic institutions in soci-
ety such as the structure of property rights and the presence and perfection of markets.
Economic institutions are important because they influence the structure of economic
incentives in society. Without property rights, individuals will not have the incentive to
invest in physical or human capital or adopt more efficient technologies. Economic insti-
tutions are also important because they help to allocate resources to their most efficient
uses, they determine who gets profits, revenues and residual rights of control. When
markets are missing or ignored (as they were in the Soviet Union, for example), gains
from trade go unexploited and resources are misallocated. Societies with economic in-
stitutions that facilitate and encourage factor accumulation, innovation and the efficient
allocation of resources will prosper.



Central to this chapter and to much of political economy research on institutions is
that economic institutions, and institutions more broadly, are endogenous;, they are, at
least in part, determined by society, or a segment of it. Consequently, the question of
why some societies are much poorer than others is closely related to the question of
why some societies have much “worse economic institutions” than others.

Even though many scholars including John Locke, Adam Smith, John Stuart Mill,
Arthur Lewis, Douglass North and Robert Thomas, and recently many papers in the
literature on economic growth and development, have emphasized the importance of
economic institutions, we are far from a useful framework for thinking about how eco-
nomic institutions are determined and why they vary across countries. In other words,
while we have good reason to believe that economic institutions matter for economic
growth, we lack the crucial comparative static results which will allow us to explain
why equilibrium economic institutions differ (and perhaps this is part of the reason why
much of the economics literature has focused on the proximate causes of economic
growth, largely neglecting fundamental institutional causes).
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Log GDP per capita, PPP, in 1995

SGP g%
HKG gl N

10 — AUSAE WER DD
WE ISR %‘WE -;u....
QAT BHR
MLT Eﬁp

omn B

ARG

URYEN NEX
PAN ZAF opl CObrorRVARY HUN
12N Tm TURMG
U BGR
RUS
o™ PER DOM
PHL IDN
SUR SYR
CNFRN
bk G cv
M g WNG R
ZMB
YEM
MOZ MW
SLE TZA
ETH
6 .
] T
6 8 10

Avg. Protection Against Risk of Expropriation, 1885-95

Figure 1. Average protection against risk of expropriation 1985-95 and log GDP per capita 1995.



Log GDP per capita, PPP, in 1985

USA LUxX
SGP HKG QAT DN RIOR
JEN T K CA
10 — AUS ITA FHJ m& wE::ﬁ'—
ARE
ISR gﬁm
BRB BHEHR KWT ML"?’O
SAU
MUS EST
MYS 1O MEX gy zf:l " uRy
OMN LB PR LTya RUS
GAB o THald  pwa
coL Vv DOM DZA BORAQMkAZ
GEO
UKR
6 - By
B vug
BIH
BGD
- GIN MMRE NPL K
TJ
coG  LBR pEN E4EY moz
WLI
2ar BD pry
SL&om
E —
T T T T !
¢ 2 4 B 8
Latitude

Figure 2. Latitude and log GDP per capita 1995.



It is tempting to interpret Figure 1 as depicting a causal relationship (i.e., as estab-
lishing that secure property rights cause prosperity). Nevertheless, there are well-known
problems with making such an inference. First, there could be reverse causation — per-
haps only countries that are sufficiently wealthy can afford to enforce property rights.
More importantly, there might be a problem of omitted variable bias. It could be some-
thing else, e.g., geography, that explains both why countries are poor and why they have
insecure property rights. Thus if omitted factors determine institutions and incomes, we
would spuriously infer the existence of a causal relationship between economic insti-
tutions and incomes when in fact no such relationship exists. Trying to estimate the
relationship between institutions and prosperity using Ordinary Least Squares, as was
done by Knack and Keefer (1995) and Barro (1997) could therefore result in biased
regression coefficients.



To further illustrate these potential identification problems, suppose that climate, or
geography more generally, matters for economic performance. In fact, a simple scat-
terplot shows a positive association between latitude (the absolute value of distance
from the equator) and income per capita. Montesquieu, however, not only claimed that
warm climate makes people lazy and thus unproductive, but also unfit to be governed by
democracy. He argued that despotism would be the political system in warm climates.
Therefore, a potential explanation for the patterns we see in Figure 1 is that there is
an omitted factor, geography, which explains both economic institutions and economic
performance, Ignoring this potential third factor would lead to mistaken conclusions.

Even if Montesquieu’s story appears both unrealistic and condescending to our mod-
ern sensibilities, the general point should be taken seriously: the relationship shown in
Figure 1, and for that matter that shown in Figure 2, is not causal. As we pointed out
in the context of the effect of religion or social capital on economic performance, these
types of scatterplots, correlations, or their multidimensional version in OLS regressions,
cannot establish causality.



What can we do? The solution to these problems of inference is familiar in mi-
croeconometrics: find a source of variation in economic institutions that should have
no effect on economic outcomes, or depending on the context, look for a natural ex-
periment. As an example, consider first one of the clearest natural experiments for
institutions.
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Figure 3. GDP per capita in North and South Korea, 1950-98.



However convincing on its own terms, the evidence from this natural experiment is
not sufficient for the purposes of establishing the importance of economic institutions
as the primary factor shaping cross-country differences in economic prosperity. First,
this is only one case, and in the better-controlled experiments in the natural sciences,
a relatively large sample is essential. Second, here we have an example of an extreme
case, the difference between a market-oriented economy and a communist one. Few so-
cial scientists today would deny that a lengthy period of totalitanian centrally planned
rule has significant economic costs. And yet, many might argue that differences in eco-
nomic institutions among capitalist economies or among democracies are not the major
factor leading to differences in their economic trajectories. To establish the major role
of economic institutions in the prosperity and poverty of nations we need to look at a
larger scale “natural experiment” in institutional divergence.



The colonization of much of the world by Europeans provides such a large scale natural
experiment. Beginning in the early fifteenth century and massively intensifying after
1492, Europeans conquered many other nations. The colonization experience trans-
formed the institutions in many diverse lands conquered or controlled by Europeans.
Most importantly, Europeans imposed very different sets of institutions in different
parts of their global empire, as exemplified most sharply by the contrast to the eco-
nomic institutions in the northeast of America to those in the plantation societies of the
Canbbean. As a result, while geography was held constant, Europeans initiated large
changes in economic institutions, in the social organization of different societies. We
will now show that this experience provides evidence which conclusively establishes
the central role of economic institutions in development. Given the importance of this
material and the details we need to provide, we discuss the colonial experience in the
next section.
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Figure 5. Urbanization in 1500 and log GDP per capita in 1995, among former European colonies.
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Figure 6. Log population density in 1500 and log GDP per capita in 1995, among former European colonies.
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Figure 7. Urbanization in 1000 and 1500, among non-colonies.

30



Urbanization in1500

20

15 -

Former Colonies

e

DZA

D_J

s f
Urbanization in 1000

]
-
0

Figure 8. Urbanization in 1000 and 1500, among former European colonies.
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Figure 11. Evolution of industrial production per capita among former European colonies.




When did the reversal occur? One possibility is that it arose shortly after the conquest
of societies by Europeans but Figures 10 and 11 show that the previously-poor colonies
surpassed the former highly-urbanized colomes starting in the late eighteenth and early
nineteenth centuries, and this went hand in hand with industrialization. Figure 10 shows
average urbanization in colonies with relatively low and high urbanization in 1500. The
initially high-urbanization countries have higher levels of urbanization and prosperity
until around 1800. At that time the initially low-urbanization countries start to grow
much more rapidly and a prolonged period of divergence begins. Figure 11 shows in-
dustrial production per capita in a number of countries. Although not easy to see in the
figure, there was more industry (per capita and total) in India in 1750 than in the United
States, By 1860, the United States and British colonies with relatively good economic
institutions, such as Australia and New Zealand, began to move ahead rapidly, and by
1953, a huge gap had opened up.



Which of the three broad hypotheses about the sources of cross-country income dif-
ferences are consistent with the reversal and its timing? These patterns are clearly
inconsistent with simple geography based views of relative prosperity. In 1500 it was
the countries in the tropics which were relatively prosperous, in 2003 it is the reverse.
This makes it implausible to base a theory of relative prosperity today, as Sachs (2000,
2001) does, on the intrinsic poverty of the tropics. This argument is inconsistent with
the historical evidence.

Similar considerations weigh against the culture hypothesis. Although culture is
slow-changing the colonial experiment was sufficiently radical to have caused major
changes in the cultures of many countries that fell under European rule. In addition, the
destruction of many indigenous populations and immigration from Europe are likely
to have created new cultures or at least modified existing cultures in major ways [see
Vargas Llosa (1989), for a fictionalized account of just such a cultural change]. Never-
theless, the culture hypothesis does not provide a natural explanation for the reversal,
and has nothing to say on the timing of the reversal. Moreover, we discuss below how
econometric models that control for the effect of institutions on income do not find any
evidence of an effect of religion or culture on prosperity.

The most natural explanation for the reversal comes from the institutions hypothesis,
which we discuss next.



[s the Reversal of Fortune consistent with a dominant role for economic institutions in
comparative development? The answer is yes. In fact, once we recognize the variation
in economic institutions created by colonization, we see that the Reversal of Fortune is
exactly what the institutions hypothesis predicts.

In Acemoglu, Johnson and Robinson (2002) we tested the connection between initial
population density, urbanization, and the creation of good economic institutions. We
showed that, others things equal, the higher the initial population density or the greater
initial urbanization, the worse were subsequent institutions, including both institutions
right after independence and today. Figures 12 and 13 show these relationships using
the same measure of current economic institutions used in Figure 1, protection against
expropriation risk today. They document that the relatively densely settled and highly
urbanized colonies ended up with worse (or ‘extractive’) institutions, while sparsely-
settled and non-urbanized areas received an influx of European migrants and developed
institutions protecting the property rights of a broad cross-section of society. European
colonialism therefore led to an institutional reversal, in the sense that the previously-
richer and more-densely settled places ended up with worse institutions.’
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T
20



10 ~ USA
CAN NZL

HTI

Average Protection Against Risk of Expropriation, 1985-95

e . i}
5 0 5
Log Population Density in 1500

Figure 13. Log population density in 1500 and average protection against risk of expropriation 1985-95.
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